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1  |   INTRODUCTION
To date, numerous studies have reported on the deleterious 
health consequences of “circadian disruption”, in many cases 
referring to circadian misalignment, circadian desynchrony, 
social jetlag, or chronodisruption. These terms are often used 

interchangeably, because their definitions are often conflict-
ing and vague, terminology is sometimes also used to de-
scribe different phenomena. This review summarizes existing 
terminology and concepts and gives an overview of currently 
proposed metrics to quantify circadian disruption. Necessary 
next steps and future directions will be outlined, to help basic 
and translational researchers in choosing the appropriate met-
rics for the question at hand, and boost reproducibility, com-
parability, and robustness of findings across studies.

Studying challenges to the circadian system (see Table 1 
Glossary for relevant biological rhythms terminology) is of 
critical importance due to its ubiquitous and fundamental 
role in regulating physiology (e.g., Pilorz, Helfrich-Forster, 
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Abstract
The circadian system regulates physiology and behavior. Acute challenges to the sys-
tem, such as those experienced when traveling across time zones, will eventually re-
sult in re-synchronization to local environmental time cues, but this re-synchronization 
is oftentimes accompanied by adverse short-term consequences. When such chal-
lenges are experienced chronically, adaptation may not be achieved, as for example 
in the case of rotating night shift workers. The transient and chronic disturbance of the 
circadian system is most frequently referred to as “circadian disruption”, but many 
other terms have been proposed and used to refer to similar situations. It is now be-
yond doubt that the circadian system contributes to health and disease, emphasizing 
the need for clear terminology when describing challenges to the circadian system 
and their consequences. The goal of this review is to provide an overview of the terms 
used to describe disruption of the circadian system, discuss proposed quantifications 
of disruption in experimental and observational settings with a focus on human re-
search, and highlight limitations and challenges of currently available tools. For cir-
cadian research to advance as a translational science, clear, operationalizable, and 
scalable quantifications of circadian disruption are key, as they will enable improved 
assessment and reproducibility of results, ideally ranging from mechanistic settings, 
including animal research, to large-scale randomized clinical trials.
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& Oster, 2018), and therefore its potential role in disease eti-
ology and progression. The circadian system (with its pace-
maker in the suprachiasmatic nucleus, SCN) optimizes the 
daily timing of biochemical, physiological, and behavioral 
processes (Albrecht, 2012). The SCN also coordinates periph-
eral circadian clocks in various tissues and organs. Interfering 
with the circadian system by environmental and/or genetic 
manipulations has been associated with endocrine disrup-
tion (Bedrosian, Fonken, & Nelson, 2016), mental disorders 
(Barnard & Nolan, 2008; Foster et al., 2013; McClung, 2015; 
Takahashi, Hong, Ko, & McDearmon, 2008), metabolic 
syndrome (Parsons et al., 2015; Roenneberg, Allebrandt, 
Merrow, & Vetter, 2012; Thaiss et al., 2014), neuropsychiat-
ric disorders (Musiek & Holtzman, 2016), and cardiovascu-
lar deficits (Portaluppi et al., 2012). It has been hypothesized 
that these consequences are at least in part due to circadian 
disruption, including misalignment between environmental 
rhythm and the endogenous circadian rhythms, or misalign-
ment or uncoupling between the different components of the 
circadian system (Feng et al., 2011; Martino et al., 2007).

Modern lifestyles increasingly deprive us of natural zeit-
gebers (dt. time-givers), and may alter inter-relationships 
between zeitgebers. We spend most of our time indoors, dras-
tically reducing daytime light exposure, and experiencing ar-
tificial light at night, together resulting in a weakened light/
dark signal. Circadian clocks have to be synchronized (en-
trained) with their 24-hr environment, because the intrinsic 
circadian period is on average slightly longer than 24 hr by 
about 11 min (Czeisler et al., 1999). The light/dark cycle is 
considered the most important zeitgeber for the human cir-
cadian system (Duffy & Wright, 2005; Roenneberg, Daan, & 
Merrow, 2003a). Depending on an individual’s endogenous 
circadian period and their light environment, synchroniza-
tion to the 24 hr light/dark cycle can occur within a range of 
different phases of entrainment. This variability in phase of 
entrainment can also be approximated by inter-individual dif-
ferences in sleep timing (also called chronotype; Roenneberg 
et al., 2007a; Phillips, Chen, & Robinson, 2010; Fischer, 
Lombardi, Marucci-Wellman, & Roenneberg, 2017). It is 
noteworthy, that sleep timing is a behavioral, systemic out-
put; while it is regulated by the circadian system, it is also 
influenced heavily by the homeostatic drive for sleep, as well 
as work and social constraints on when sleep can occur.

Electricity and associated constant accessibility to light, 
energy, and food, as well as 24/7 work schedules and travel 
across time zones have created an environment that is funda-
mentally different from the one 200 years ago. While tech-
nological and lifestyle changes have positive effects on daily 
life, it has been proposed that those changes in accessibil-
ity may significantly contribute to the increasing prevalence 
of so-called lifestyle diseases, such as metabolic and sleep 
disorders as well as psychiatric illnesses (Anothaisintawee, 
Reutrakul, Van Cauter, & Thakkinstian, 2016; Broussard 

& Van Cauter, 2016; Depner, Stothard, & Wright, 2014; 
Foster et al., 2013; Potter et al., 2016; Smolensky, Hermida, 
Reinberg, Sackett-Lundeen, & Portaluppi, 2016; Sulli, 
Manoogian, Taub, & Panda, 2018).

In this review, I will focus on circadian disruption as a 
modifiable risk factor, and omit in-depth discussion of ge-
netic and lesion models of circadian disruption, which have 
been discussed in more detail elsewhere (e.g., Evans & 
Davidson, 2013). The first part of this review will summa-
rize definitions and terminology most commonly associated 
with circadian disruption, namely circadian disruption itself, 
circadian misalignment, circadian desynchrony, circadian 
desynchronization, chronodisruption, and social jetlag (see 
Figure 1).

The term circadian disruption has been used since the 
1980s (de Castro, Stoerzinger, Barkmeier, & Ellen, 1978; 
Farr et al., 1985), but gained popularity after it was used by 
Stevens and Rea in 2001 when they proposed a link between 
light at night, endocrine disruption, and breast cancer risk. 
It has since then been used extensively, but its definition re-
mains nebulous. According to Rüger and Scheer (2009), cir-
cadian disruption can result from (a) circadian misalignment 
due to external factors (e.g., shift work, jet lag) or internal 
ones (e.g., blindness); or (b) circadian dysfunction resulting 
from damage to the SCN caused by disease (e.g., tumor, le-
sion, or disease) or deleterious genetic variations. While this 
typology is helpful, it concerns more the scenarios that po-
tentially cause circadian disruption more than defining the 
phenomenon itself or providing guidance on how to quantify 
it. Qian and Scheer (2016) state that “(…) circadian disrup-
tion is a disturbance of biological timing, which can occur 
at different organizational levels and/or between different 
organizational levels, ranging from molecular rhythms in 
individual cells to misalignment of behavioral cycles with 
environmental changes”. This extends the Rüger and Scheer 
classification by differentiating between systemic, organis-
mal, and cellular levels of misalignment. The cause of dis-
ruption, though, can be external or internal to the system. 
Qian and Scheer (2016) define environmental misalignment 
as occurring when an environmental signal, such as the light/
dark cycle, is misaligned with the endogenous SCN phase. 
Behavioral misalignment is defined as occurring when be-
havioral cycles, such as the feeding/fasting cycle, or sleep 
and wake, are misaligned with the endogenous SCN phase. 
It is noteworthy that we currently have little knowledge of 
the inter-relationships between behavioral and environmental 
signals, and their phase coherence (i.e., the extent to which 
their phase-relationship is fixed). On the organismal level, 
disruption is described as an internal misalignment or inter-
nal desynchrony (Qian & Scheer, 2016), where the rhythms 
between the central pacemaker and the peripheral clocks are 
abnormally aligned or running with different periods from 
one another, respectively. As an example, Wehrens et al. 
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(2017) have recently reported that it is possible to decou-
ple glucose rhythms from the timing of dim light melatonin 
onset (as a central phase marker) by shifting meal timing in 
laboratory settings, suggesting the importance of measuring 
several environmental factors, as well as central and periph-
eral read-outs to correctly assess misalignment. Roenneberg 
and Merrow (2016) have proposed a similar idea, and have 
mapped circadian clock components and their possible states 
of synchronization across system levels, ranging from opti-
mal entrainment to arrhythmicity. Finally, at the tissue and 
molecular level, desynchronization between cells is also re-
ferred to as circadian disruption (Qian & Scheer, 2016).

Circadian misalignment (Baron & Reid, 2014), circadian 
desynchrony (Sack & Lewy, 1997), and desynchronization 
(Aschoff, 1965) are widely used terms that can be considered 

specific types of circadian disruption, each of which can 
occur at different biological scales from cellular, tissue, and 
organismal level to the systemic one. Desynchrony and de-
synchronization are used interchangeably to refer to differing 
periods between two (or more) rhythms, whereas misalign-
ment describes an abnormal phase angle between two (or 
more) rhythms. The two rhythms may be both internal (see 
internal desynchrony above, central vs. peripheral rhythms), 
or one may be internal and the other external (e.g., central 
vs. light/dark or peripheral vs. feeding/fasting). Both con-
cepts are for example quantifiable by phase angle differences 
and a comparison of the rhythms’ period estimates. In 1965, 
Aschoff, used the term desynchronization to describe the 
relationship between rhythms in core body temperature and 
sleep/wake, with periods of 24.7 and 32.6 hr.

T A B L E   1   Glossary of biological rhythms terms relevant to this manuscript

Adaptation. Change in a quality of an organism (structure or function, including behavior) that enhances its fitness

Amplitude. The extent by which a sinusoidal oscillation deviates from its mean, defining its maximum (i.e., peak) or minimum (i.e., trough)

Biological clock or oscillator. A self-sustained oscillator-system (bridging single cells to organism) that produces rhythmic biological outputs 
even in the absence of external rhythmic cues, also called zeitgebers (see definition). Biological clocks exist across species in practically all 
phyla

Biological rhythm: Rhythmic output of a biological clock or oscillator (see definition)

Chronotype. (1) proxy for phase angle of entrainment (see definition), as for example quantified by the mid-point of sleep on free days; (2) 
diurnal preference; and (3) sometimes subsumed under personality trait. In this review, we will only refer to (1) and (2). Used to described 
inter-individual differences in the phenotypic expression of circadian-regulated behavioral outputs

Circadian rhythm. A biological rhythm with a period (see definition) of about 24 hr (derived from Latin, circa diem) that is generated by a 
biological clock (see definition) and that persists even in temporal isolation (i.e., in absence of all external time cues). Circadian rhythms are 
temperature-compensated (meaning that temperature does not change the rhythm’s period) and they can actively entrain (see definition)

Circadian system. Networks of circadian clocks within an organism. The mammalian circadian system comprises a central pacemaker (in the 
suprachiasmatic nucleus, SCN) and the so-called peripheral clocks in most of the cells of tissues and organs. It optimizes the daily timing of 
biochemical, physiological, and behavioral processes by optimizing their temporal interactions

Diurnal. Active during the daytime, inactive during the nighttime (e.g., humans). Opposed to nocturnal (see definition)

Entrainment. Active process of synchronization of an oscillator to a zeitgeber (see definition). Entrainment will result in a stable phase 
relationship between the oscillator and the zeitgeber

Jet Lag. Transient misalignment between an individual’s circadian clock and the local time (e.g., the local light-dark cycle at the destination of a 
trans-meridian flight). The circadian system will gradually entrain to the local light-dark cycle. In humans on average 1 day per hour time 
change

Masking. An external cue influences rhythmic biological function, but without affecting the circadian oscillator, for example enhancing 
(positive masking) or suppressing (negative masking) effects of environmental light. Birds in a cage are a good example: they will hop from 
perch to perch under the control of the circadian clock, but will immediately stop if put into darkness

Nocturnal. Active during the nighttime, inactive during the daytime (e.g., mice). Opposed to diurnal (see definition)

Period. Duration of one cycle, measured as for example the time elapsed between two peaks or troughs of a rhythm

Phase. Timing of a cycle defined by a reference point such as its minimum or its maximum temperature, dim light melatonin onset, dawn, or 
dusk

Phase angle of entrainment. The difference between the phase (see definition) of a biological rhythm and that of a zeitgeber (see definition). See 
also chronotype

Range of entrainment. Range of zeitgeber periods (e.g., light-dark cycles) that an oscillator can stably entrain to. The experimental protocol of a 
‘forced desynchrony’ specifically uses experimental light-dark cycles that are outside of the range of entrainment to distinguish investigate 
circadian and homeostatic regulations separately

Zeitgeber. A rhythmic signal that circadian clocks use to actively synchronize (entrain) with the cyclic environment (normally 24 hr). The light/
dark (LD) cycle is the most important zeitgeber for circadian clock
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Chronodisruption has been used in the literature in ge-
neric reference to a wide variety of settings and experimental 
protocols (e.g., Froy & Garaulet, 2018; Galdames et al., 2014; 
Madrid-Navarro et al., 2018). In this use, it can be considered 
synonymous with circadian disruption. Chronodisruption has 
also been used to refer to a specific quantitative metric, which 
is based on computing the overlap between an individual’s 
biological night (approximated by sleep timing information) 
and work hours (i.e., work timing, including “associated ac-
tivity windows” of usually 2 hr prior to work start and after 
work end, Erren & Reiter, 2009, 2013; Erren & Morfeld, 
2014). In this review, the term chronodisruption is reserved 
for its specific quantitative definition, which is reviewed 
below.

Social jetlag (Roenneberg et al., 2012; Wittmann, Dinich, 
Merrow, & Roenneberg, 2006) is often used to generally refer 
to the challenge to the circadian system humans experience 
in their everyday life, especially due to work and social con-
straints. However, like chronodisruption, it has a specific 
quantitative definition: social jetlag is the difference between 
sleep timing on work and free days, and represents a proxy 
for circadian misalignment. As noted above, sleep timing is 
not a pure circadian output, and on the other hand, circadian 
rhythms cannot be inferred from diurnal rhythms obtained in 
entrained conditions (i.e., outside of the laboratory), due to 
masking by behavioral and environmental factors (Aschoff, 
Daan, & Honma, 1982; Aschoff, Klotter, & Wever, 1965; 
Mrosovsky, 1999; Rietveld, Minors, & Waterhouse, 1993). 
While social jetlag, as originally proposed, focused on sleep 
timing, there have been efforts to extend the approach to 
other behaviors relevant to the circadian system, such as 
meal timing (Gill & Panda, 2015). Social jetlag also is, like 

chronodisruption, a system-level metric, that does not allow 
for multi-level insights, potentially missing relevant organ-, 
tissue- or cellular levels of misalignment.

2  |   SO, WHAT DO WE MEAN BY 
CIRCADIAN DISRUPTION?

Taken together, circadian disruption seems to serve as an 
umbrella term for most of the other commonly used terms. 
Circadian disruption is oftentimes considered the conse-
quence of a temporal challenge or other perturbations, albeit 
rarely explicitly quantified. One reason for this may be that 
experiments examining the link between circadian disruption 
and physiology and behavior were often done in the labora-
tory: laboratory settings are highly controlled and maximize 
the contrast between control and experimental condition. In 
this type of setting, the experimental manipulation (such as 
the inversion of a light/dark cycle) will equal the level of cir-
cadian disruption that is induced, especially in animals with 
identical genetic background. In field settings, if disruption 
is considered a consequence of the challenge the organism is 
exposed to, one would predict that the magnitude of disrup-
tion is a function that challenge, as well as the state of the 
organism (see Figure 2). This point will be critical for future 
considerations how to ideally quantify circadian disruption.

The potpourri of terms for circadian disruption is use-
ful, too, as it illustrates different viewpoints one can take. 
However, existing terms either lack generalizability, or do 
not yield specific and testable predictors for the involvement 
of the circadian system in disease etiology, across model sys-
tems and methodologies. The first part of this review clearly 

F I G U R E   1   Forty years of circadian disruption terminology on Pubmed (1964–2018; https://www.ncbi.nlm.nih.gov/pubmed/). The search 
was conducted on July 5th 2018 and used the respective terms in quotation marks (i.e., “circadian disruption”). The absolute frequency is plotted 
across years

https://www.ncbi.nlm.nih.gov/pubmed/
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suggests that we will need not just one, but a set of metrics to 
systematically monitor and assess the magnitude of circadian 
disruption associated with challenges to the circadian system 
and its downstream consequences.

At this point, it is critical to note that the circadian system 
is inherently adaptive. Changes and alterations in circadian 
rhythms are not necessarily negative, as often suggested by 
circadian disruption terminology, but changes can indicate 
and/or promote the attainment of a stable state of entrain-
ment. Indeed, mice re-entrained faster, when intercellular 
synchrony in the SCN was disturbed, suggesting that tran-
sient phase alterations can also be beneficial (An et al., 
2013). Using real-time bioluminescence in flies, Roberts 
et al. (2015) showed that after a brief desynchronization of 
the neurons, cells returned with stronger synchrony, further 
underscoring the importance of identifying the relevant cut-
offs of circadian disruption. Understanding the relationship 
between alterations, adaptation, plasticity, flexibility and 
disruption, and building dose–response relationships predic-
tive of adaptation vs. disruption are critical next steps in the 
research agenda of how to advance translational chronobi-
ology. Furthermore, environmental challenges, that are not 
necessarily zeitgebers, can also impact and alter circadian 

organization. Recent work by Dyar et al. (2018) suggests that 
a high fat diet can modify circadian wiring and cohesion be-
tween cells and across tissues. We will need further work to 
identify how such environmental challenges exacerbate and 
interact with other zeitgebers, behavioral, and environmental 
signals, and affect system-wide (re-) synchronization.

Another important aspect that deserves attention is the 
use of the word circadian. Its formal usage refers to an 
endogenously sustained, about 24-hr rhythm generated by 
the circadian system (Dunlap & Loros, 2004). Rhythms 
observed under entrained conditions, outside of the labora-
tory, are oftentimes driven by behavioral and environmental 
rhythms, and therefore cannot be referred to as circadian 
(e.g., Broussard et al., 2017). Thus, terminology and met-
rics such as social jetlag and chronodisruption, which are 
entirely based on behaviors and environmental informa-
tion, should be thought of as proxies for circadian disrup-
tion. Translational circadian research requires explicit and 
transparent quantification of circadian disruption, with an 
explicit specification of the level of description (and its lim-
itation). Quantifying the extent of circadian disruption, and 
potential effects of interventions mitigating its effects on 
physiology and behavior will generate the necessary data to 

F I G U R E   2   Circadian Disruption in laboratory and field settings. The left panel displays potential causes of disruption and how they might 
differ between laboratory and field settings. On the upper part of the right panel, sample variability of the study population is illustrated. While 
laboratory studies usually target specific populations in a smaller number of individuals, field studies include larger and more heterogeneous 
samples. Both approaches are valid. Laboratory studies minimize noise in the signal by selecting homogenous samples, and thereby can detect even 
small effects. However, generalizability is limited. The resulting levels of disruption (lower right panel) should differ between laboratory and field 
settings, with high contrast conditions and little inter-individual variability in laboratory settings, and higher variability in field ones. In view of 
our improved understanding of circadian organization, including the relevance of peripheral clocks, future work is needed to harmonize conceptual 
approaches and operationalization of circadian disruption in the context of mechanistic, observational and intervention studies. Figure credit: Olivia 
Walch, PhD, twitter: @oliviawalch)
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establish evidence-based classifications of circadian disrup-
tion as a disease risk factor. The next section gives an over-
view of currently available metrics, experimental protocols, 
and exposures that are used to probe the effects of circadian 
disruption on health.

3  |   METRICS AND PROTOCOLS

3.1  |  Experimental human studies
In human laboratory studies, several protocols allow the as-
sessment of short-term circadian disruption on a variety of 
outcomes, including physiological function, performance, 
and mood. Circadian misalignment protocols include forced 
desynchrony protocols, where individuals are scheduled to 
daylengths outside of their range of entrainment (e.g., 20 or 
28 hr days), while under dim light conditions, so that their 
behaviors such as sleep/wake and food intake will occur at 
every circadian phase (Broussard et al., 2017; Czeisler et al., 
1999). This enables not only the computation of key circa-
dian parameters, such as circadian period, phase or ampli-
tude, but also to examine the effects of the misalignment 
between circadian rhythms (e.g., in melatonin) and behavio-
ral cycles on physiology. Such protocols have, for example, 
shown that circadian misalignment will impair insulin sensi-
tivity and can induce a pre-diabetic state in healthy partici-
pants (Scheer, Hilton, Mantzoros, & Shea, 2009). Typically, 
such experiments report results for the most pronounced 
contrast (e.g., when being awake and eating during the bio-
logical day vs. biological night), which would be equivalent 
to a report of maximal or peak exposure in epidemiologi-
cal studies. Inverted sleep schedules, simulated night shifts 
protocols, and circadian misalignment protocols (Archer & 
Oster, 2015; Qian & Scheer, 2016) do not vary phase rela-
tionships by regular assessments across all circadian phases 
(i.e., they keep the exposures fixed) and thus also compare 
the maximal difference between aligned/misaligned or day 
vs. nighttime sleep/work. Those protocols are indispensable 
to probe the physiological consequences of circadian disrup-
tion. Kervezee, Cuesta, Cermakian, and Boivin (2018) re-
cently showed that on a molecular level, simulated night shift 
work reduces the amplitude of peripheral RNA transcripts, 
while phase read-outs remain similar to habitual bedtimes 
(and therefore result in a misalignment with the shifted sleep/
wake cycle). This study illustrates well the need for a com-
prehensive assessment of rhythmicity, including amplitude, 
when considering the consequences of strain to the circadian 
system. Finally, with regards to caloric intake, forced desyn-
chrony, circadian misalignment, and simulated night shift 
protocols usually serve participants breakfast, lunch, dinner, 
and snacks. Including those meal patterns arguably increases 
ecological validity, although meal patterns in real life are 
probably more erratic (Gill & Panda, 2015; Kant, 2018; Park 

et al., 2018). Skene et al. (2018) re-enforce the importance 
of studying circadian disruption across system levels, as they 
observed that, while traditional markers of SCN phase (such 
as rhythms in melatonin or PER3 expression) hardly shifted 
during simulated night shift work, many of the circulating 
plasma metabolites dissociated from the SCN rhythm and 
aligned with the shifted behavioral cycles of feeding/fasting 
and sleep/wake. This disruption in the circadian organization 
might represent a pathway through which shift work is as-
sociated with metabolic disease.

3.2  |  Experimental non-human studies
Overall, most human laboratory studies examine the effects 
of misalignment by shifting sleep/wake, and meal cycles. In 
animals, however, the primary method to examine the effects 
of circadian disruption on physiology and behavior is ma-
nipulation of the light/dark cycle (Evans & Davidson, 2013). 
In their review on the consequences of circadian disruption 
on metabolic outcomes, Arble et al. (2015) describe widely 
used jetlag, shift work, and non-24 hr models in animal re-
search. In jetlag models, animals are exposed to a single or 
repeated shift in the environmental light/dark cycle (i.e., 
2–10 hr); the directionality of the shift can be varied to study 
differential effects of phase delays or advances. Depending 
on the magnitude of the shift, which represents the challenge 
to the circadian system, adaptation can take up to several 
days. Yamazaki et al. (2000) showed that the SCN entrains 
faster to abrupt changes in the light/dark cycle as compared 
to locomotor rhythms or circadian rhythms in peripherical 
organs, such as the liver (see also Yamaguchi et al., 2013). 
Results were reported by plotting the rate of re-entrainment 
across tissues while showing the initial and the shifted light/
dark cycle. Subsequent work using the same types of pro-
tocols showed that re-entrainment (also sometimes referred 
to as re-setting) of the liver is severely disrupted in older 
mice as compared to younger ones (Davidson, Yamazaki, 
Arble, Menaker, & Block, 2008), and that chronic phase 
shifts increase the risk of mortality in mice (Davidson et al., 
2006). In experimental animal research, shift work is typi-
cally mimicked by inverting the light/dark cycle. Similar 
to human laboratory protocols, the key contrast that will be 
used to examine the association between circadian disrup-
tion and potential outcomes is “day” vs. “night” shift. A re-
cent study in breast cancer prone mutant mice showed that 
this inversion will not only result in disturbed sleep, but also 
reduce tumor suppression (Van Dycke et al., 2015), which 
is in line with the modestly increased breast cancer risk epi-
demiological studies have reported when comparing day-
working women to those with a history of rotating night shift 
work, especially when shift work occurred pre-menopause 
(Cordina-Duverger et al., 2018; Lin et al., 2015). To increase 
comparability to the human shift work population, efforts 
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have been made to also induce physical activity, while keep-
ing light/dark cycles constant, for example by keeping noc-
turnal animals in slowly moving running wheels during the 
daytime (i.e., their inactive phase). This by itself is sufficient 
to shift activity and feeding cycles in rats (Arble, Ramsey, 
Bass, & Turek, 2010). If the goal is to further increase eco-
logical validity, and thus quantify exposure landscapes in 
field conditions more realistically, it will be useful to con-
sider the extent to which changes in light/dark cycles, feed-
ing/fasting cycles, sleep/wake cycles, as well as rest/activity 
cycles are correlated in humans, with more variability to be 
expected the less restrictive the work schedule (e.g., 8 vs. 
12 hr shifts in humans). Variability in those behavioral and 
environmental rhythms is highly controlled in laboratory set-
tings (see Figure 2, “Causes of Disruption), a necessary step 
to isolate effects in experimental protocols. For translational 
work to gain a better understanding of potential causes of 
disruption and their effect (as well as their effect size), fur-
ther work examining the independent and combined effects 
of those usually co-occurring behaviors on behavioral and 
physiological variables is warranted. So-called T7 or T20 
cycles are commonly used examples of non-24 hr models 
in animal laboratory setting, and can be considered equiva-
lent to the human forced desynchrony protocols. Using a T7 
cycle (3.5 hr of light, 3.5 hr of darkness), where mice were 
exposed to light at all circadian phases, Altimus et al. (2008) 
reported no effect on sleep, nor circadian arrhythmicity or 
changes in phase, albeit circadian period appeared slightly 
lengthened (LeGates et al., 2012). In this setup, circadian 
rhythmicity was assessed by quantifying body temperature 
and activity rhythms, as well as by tracking phase changes in 
liver and SCN clock gene expression. LeGates et al. (2012) 
showed that this T7 light exposure cycle impairs learning 
and mood — we now know that this association is linked 
to ipRGCs, with SCN-projections mediating the effects of 
light on learning (but independent of SCN function), while 
associations of light with mood appear to be mediated by 
thalamic pathways independent of the SCN (Fernandez 
et al., 2018). T20 cycles (10 hr of light alternating with 10 hr 
of darkness) have been shown to accelerate weight gain in 
mice, and also lead to loss of dendritic length and decreased 
complexity of neurons in the prefrontal cortex. Consistent 
with those changes, the neural architecture in an area that 
is important for, for example, executive function, mice dis-
played reduced cognitive flexibility (Karatsoreos, Bhagat, 
Bloss, Morrison, & McEwen, 2011).

3.3  |  Observational, field, and 
ecological studies
Human circadian laboratory protocols are often cost-intense, 
and therefore are typically conducted in a limited number 
of highly screened participants. Screening criteria not only 

usually select healthy participants, but also restrict the study 
population to a selected range of sleep and circadian phe-
notypes. While this is useful and important to study basic 
mechanisms of circadian and sleep regulation and increase 
statistical power by reducing inter-individual variability, it 
introduces a fundamental disconnect between observational 
vs. experimental studies. As laid out above, experimental 
studies compare conditions (e.g., day vs. night; aligned vs. 
misalignment, see Figure 2, “Causes of Disruption” in the 
laboratory), and this comparison is assumed to directly re-
flect the magnitude of disruption induced by a given pro-
tocol (see Figure 2, “Levels of Disruption”). The implicit 
assumption here is that the degree of disruption on the cir-
cadian system is equal among study participants. Variability 
between participants is often kept to a minimum in human 
laboratory studies, mostly by following screening protocols 
and rigorous exclusion criteria. As in animal research, the 
goal of this procedure is to eliminate potential confounders, 
minimize variability, and thereby to maximize effectiveness 
of those often cost-intense protocols to test a given hypoth-
esis. Such designs can also be necessary, when the hypoth-
esized effects are small. However, this assumption, that the 
resulting level of circadian disruption will be equal among 
participants, cannot necessarily be made. Field studies usu-
ally include a wider range of geno- and phenotypes in the 
population (see Figure 2, “Sample Variability”). From that, 
if follows that when studying the effect of an environmental 
challenge (such as shift work or irregular light/dark cycles, 
see “Causes of Disruption) on the circadian system, individ-
ual sample characteristics should be considered, as they may 
modify, exacerbate, or attenuate the ultimate level of dis-
ruption. In Figure 2, the example illustrates the distribution 
of mid-sleep on free days, corrected for sleep debt accrued 
during the work week [x-axis, MSFsc], and it is noteworthy 
that this distribution has several hours differences between 
the extremes in the general, day-working population (Fischer 
et al., 2017; Roenneberg et al., 2007a, 2012). The hypoth-
esis inherent to that working model is that the magnitude of 
disruption in a field or population-based study will depend 
on both: the environmental challenge and the phenotype. In 
case where the population of interest all had the same phe-
notype, the predicted level of disruption would be equiva-
lent to the challenge to which they are exposed. However, 
in cases where there is variability in both the challenge and 
phenotype, a distribution in the level of disruption will result 
(see inset, Figure 2, “Levels of Disruption” in the field). We 
have some indication that this working model is useful. For 
example, it has been shown that the effects of shift work on 
sleep duration, timing, and quality depend on both the type 
of shift (i.e., morning, evening, and night shift, or the envi-
ronmental challenge) and the individual circadian phenotype, 
or chronotype (Juda, Vetter, & Roenneberg, 2013a). Social 
jetlag, a proxy for circadian misalignment shows a slightly 
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skewed distribution in a day-working population with a wide 
range of circadian and sleep phenotypes (Roenneberg et al., 
2012), indicating that the same challenge can result in dif-
fering levels of circadian disruption depending on the indi-
vidual phenotype. The next section will outline those most 
frequently used exposure metrics for circadian disruption in 
observational and intervention field studies.

3.3.1  |  Chronotype
Chronotype has been defined by Roenneberg as the indi-
vidual phase of entrainment, i.e., the phase at which an in-
dividual synchronizes to the 24 hr day (Roenneberg, 2012). 
Measuring the timing of melatonin rhythms (usually dim-
light melatonin onset or DLMO) is accepted as the key 
marker of human individual circadian phase (Arendt, 2006; 
Benloucif et al., 2008). During melatonin assessments, mask-
ing is minimized by collecting repeated plasma or saliva sam-
ples in dim light conditions — other physiological read-outs, 
such as core body temperature can also be used to estimate 
circadian phase, but are more sensitive to masking by addi-
tional factors such as physical activity or sleep (Lewy, Cutler, 
& Sack, 1999) as compared to the melatonin rhythm. Dim-
light melatonin onset though, can be costly and cumbersome 
to assess. An alternative, cost-efficient, and non-invasive ap-
proach consists in approximating circadian phase by assess-
ing sleep timing on free days (i.e., when constraints on sleep 
timing are low). Sleep timing is only in part regulated by the 
circadian system, so that this assessment does not reflect a 
“pure” clock output (Borbely, Daan, Wirz-Justice, & Deboer, 
2016). Sleep timing can be queried by sleep logs or ques-
tionnaires, such as the Munich ChronoType Questionnaire 
(MCTQ, Roenneberg, Wirz-Justice, & Merrow, 2003b), from 
which one can extract mid-sleep on free days (which is then 
corrected for sleep debt accumulated during the work week, 
MSFsc). This mid-sleep variable correlates with DLMO 
(r = 0.4–0.8), a gold standard circadian marker (Burgess 
et al., 2003; Kantermann, Sung, & Burgess, 2015; Kitamura 
et al., 2014). Other questionnaire-based approaches comprise 
an assessment of diurnal preference (Adan & Almirall, 1991; 
Horne & Ostberg, 1976; Laborde et al., 2018); a compre-
hensive overview of the existing instruments can be found 
here (Levandovski, Sasso, & Hidalgo, 2013; Putilov, 2017). 
Chronotype is sometimes used as a proxy for circadian dis-
ruption (e.g., Knutson & von Schantz, 2018; Merikanto et al., 
2013), with the assumption that later types would be more 
misaligned due to daytime social commitments and activi-
ties than earlier types. This is valid, if it can be ascertained 
that the environmental challenges are equal across chrono-
types. However, in most observational, field, population, and 
intervention studies, this assumption is unlikely to hold true. 
For example, work and school start times in the day-working 
population (about 60% of the US population between 15 

and 65 years, Bureau of Labor Statistics, 2018) are variable. 
The measurement error introduced by using chronotype as a 
proxy for disruption will be exacerbated by any shift workers 
in the study sample, as it will further increase variability of 
the environmental challenge (Juda et al., 2013a; Roenneberg 
et al., 2012). In the large, observational Nurses’ Health Study 
II, chronotype overall was not associated with type 2 diabetes 
(T2D, Vetter et al., 2015a). However, an interaction between 
chronotype and lifetime duration of night shift work expo-
sure was observed, suggesting that early types were at higher 
odds of T2D as compared to intermediate ones, when women 
worked rotating night shifts for a longer duration. The in-
verse was true for late types: compared to intermediate types, 
late chronotypes were most likely to have T2D when they 
did not work rotating night shifts. It remains to be clarified 
whether this is due to more frequent early morning shifts ex-
posure, and further replication studies are needed in prospec-
tive settings (Vetter et al., 2018). This modeling approach 
that examined the interaction between chronotype and shift 
work exposure was feasible because of the large sample size 
of the size of this study; a composite metric capturing this 
interaction would, however, provide more statistical power.

3.3.2  |  Social jetlag
Social jetlag was coined by Roenneberg and colleagues in 
2006 (Wittmann et al., 2006) to describe the mismatch be-
tween internal and external time. To do so, they proposed as-
sessments of sleep timing on work-free days and days that are 
constrained by work, school or other social obligations. This 
assessment can be performed via questionnaires such as the 
MCTQ (Roenneberg et al., 2003b), or its shift work version 
(Juda, Vetter, & Roenneberg, 2013b), but the same informa-
tion could also be extracted from sleep logs or actigraphy data 
if daily work schedule information is gathered in addition to 
sleep behavior. Because sleep timing is in part regulated by 
the circadian system (Borbely et al., 2016; Daan, Beersma, & 
Borbely, 1984), the idea is that sleep can be used as a scal-
able, behavioral read-out to approximate inter-individual dif-
ferences in circadian phase, subject to the caveat noted above 
(i.e., sleep is not a pure circadian output). Sleep on work-
free days is considered to reflect the natural sleep cycle, and 
thereby serves as a proxy for internal time, while workday 
sleep is thought to be more reflective of external, social time, 
due to its constrained nature. The difference between work-
day and free day sleep timing is used to compute social jetlag. 
Again, if societal constraints are identical across individuals, 
results will reflect inter-individual differences in sleep tim-
ing (or chronotype). In case of variable work and school start 
times, however, this metric incorporates potential variability 
in both, exposure and phenotype level, and provides a single-
metric estimation of the individual level of disruption on a 
systemic level. In cross-sectional studies, social jetlag has 
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been shown to be associated with body mass index (Parsons 
et al., 2015; Roenneberg et al., 2012), and biomarkers of 
cardiometabolic health (Rutters et al., 2014; Wong, Hasler, 
Kamarck, Muldoon, & Manuck, 2015), but prospective stud-
ies are currently missing. While useful, this metric also has 
limitations: (a) it solely captures system-level output, and we 
have no insights into how social jetlag relates to internal phase 
relationships or molecular-level rhythms; (b) in individuals 
with sleep disorders, or otherwise disrupted sleep behavior, 
this metric is likely to be flawed (Suh, Ryu, Kim, Choi, & 
Joo, 2017); (c) as it is an aggregate measure, it omits po-
tential informative time-series information, such as variation 
within free days or within work days; and finally (d) while 
social jetlag approximates current levels of circadian disrup-
tion, and thereby is useful to track the effects of, for example, 
work schedule or lifestyle interventions (e.g., Vetter, Fischer, 
Matera, & Roenneberg, 2015b), we currently have no formal 
way to estimate cumulative, lifetime exposure. This is an im-
portant challenge that will need to be addressed, as such a 
metric is crucial to identify biomarkers of chronic circadian 
disruption (Mullington et al., 2016). Changes in circadian 
phase over the lifespan (Crowley et al., 2014; Roenneberg 
et al., 2004), as well as changes in work schedules and other 
environmental challenges over time, contribute to the diffi-
culty of estimating a cumulative lifetime exposure. In 2014, 
Erren and Morfeld (Erren & Morfeld, 2014) proposed an ap-
proach to compute a cumulative chronodisruption metric, in 
addition to quantifying acute chronodisruption.

3.3.3  |  Chronodisruption
Chronodisruption is computed based on individual sleep tim-
ing, assuming an 8-hr sleep duration, and contrasting this in-
formation with work hours timing. Erren and Morfeld (Erren 
& Morfeld, 2014) expand the contrast by adding “shift-related 
activities” 2 hr prior work start times, and subsequently to 
work end times to account for activities such as time spent 
commuting. Broadly, the overlap between sleep timing and 
work hours is used to quantify chronodisruption. While very 
clearly defined, the metric has not been applied yet in its sug-
gested form, as the extent of required information is usually 
not available, especially in existing datasets that are used 
to study the health risks associated with shift work. In an 
Australian case–control study, authors classified participants 
as being exposed to chronodisruption, either as a function of 
shift schedule information only, or while considering chrono-
type in their classification, and reported no added value of 
considering chronotype in this breast cancer study (Fritschi 
et al., 2018). The authors highlight the difficulty of obtaining 
the relevant information to compute the metric as proposed. 
Another limitation of this metric is its generalizability, as the 
conceptual framework and its operationalization are focused 
on occupational health and shift work research.

3.3.4  |  Behavioral entrainment or 
phasor analysis
The phasor analysis approach was proposed in 2008 by Rea, 
Bierman, Figueiro, and Bullough (2008), Miller, Bierman, 
Figueiro, Schernhammer, and Rea (2010). It uses circular 
cross-correlation functions to examine the correspondence 
between light exposure (as measured by the Daysimeter, 
Bierman, Klein, & Rea, 2005) and activity patterns. The two 
time-varying signals are multiplied and integrated into a sin-
gle value to determine the covariation of the two signals, re-
sulting in a cross-correlation coefficient between −1 and 1. 
Using Fourier decomposition and spectral analysis of the be-
havioral entrainment correlation functions, Rea et al. (2008) 
obtained an average phasor across 7 days of recordings in 
day- and shift working nurses. Phasor length or magnitude 
represents how well light and activity correlate over time. As 
expected, nurses working rotating shifts showed shorter pha-
sor length as compared to day-working nurses, suggesting a 
mismatch between physical activity patterns and the light/
dark signal. Thereby, the metric provides a powerful tool to 
quantify the relationship between a continuous, environmen-
tal signal (such as the light/dark cycle), and a behavioral phe-
notype (in this case, physical activity). The angular direction 
of the phasor indicates the offset between light and activity 
patterns. As expected in diurnal species, a perfect alignment 
would correspond to 0; negative values would indicate activ-
ity occurring prior to light onset, while positive values would 
indicate activity after light onset. Rea and colleagues thereby 
also provide an alternative approach to quantify chronotype 
(late types would be expected to have an activity onset sub-
sequent to lights on). As in the case of the other behavioral 
and environmental measures, no circadian measure is part of 
this metric, so that it can provide an approximation, but not a 
direct measure, of circadian disruption. Another noteworthy 
limitation of this approach is that humans can self-select their 
individual light exposure levels, so that the usage of blinds 
and dark shades can alter the angle between lights/activity 
onset. For example, one would predict that extremely dark 
bedrooms precluding natural light exposure will result in ac-
tivity patterns preceding light onset (e.g., Skeldon, Phillips, 
& Dijk, 2017; Swaminathan, Klerman, & Phillips, 2017), 
while this is likely to result in a late circadian phenotype, 
and even exacerbate it. The authors also compute the same 
metric for rats that underwent a jetlag protocol and com-
pared them to non-jetlagged controls, finding reduced phasor 
length, and altered phasor angles for the rats that underwent 
the jetlag protocol. This demonstrates the utility of their met-
rics across model organisms, which they stress is essential 
to identify acute and long-term effects of circadian disrup-
tion (Rea et al., 2008). Less anthropocentric approaches are 
indeed necessary to capture and understand the system-wide 
consequences of circadian disruption, and continuous metrics 
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allow for better-powered studies by enabling examinations 
of dose–response relationships between the circadian disrup-
tion and health outcomes. This metric, along with the ones 
described further below, also enriches computational pos-
sibilities, as its continuous nature allows more flexibility in 
modeling approaches. Another advantage of this metric is 
its integration of information across the entire time series. 
Conversely, it is limited in its application to longitudinal re-
cordings, which can be challenging, especially because accu-
rate and scalable (i.e., cost-effective, robust, low participant 
burden, and commercially available in large quantities) light 
measurement devices are currently scarce (Price, Lyachev, 
& Khazova, 2017). Overall, this approach is promising, but 
has not been extensively been used. While Rea et al. (2008) 
compared mean phasor magnitudes with other measures of 
entrainment, the extent of its prediction power regarding 
health outcomes and/or physiological and molecular function 
remains to be elucidated.

3.3.5  |  Composite phase deviations
Fischer, Vetter, and Roenneberg (2016) proposed the com-
posite phase deviation metric to quantify circadian mis-
alignment; composite phase deviations can be derived from 
multiple sources, such as questionnaires, sleep logs, continu-
ous recordings of activity, or even physiological read-outs, 
such as body temperature or melatonin. Similar to social 
jetlag, it uses a single source of information, and does not 
integrate across environmental and behavioral measures as 
the phasor analysis does. Unlike social jetlag, however, it 
provides an integration of intra-individual variability across 
longitudinal data. Specifically, the composite phase devia-
tion metric quantifies the distance between mid-sleep on a 
given day and the designated reference (such as chronotype; 
but note that the authors propose that dynamic references 
could further improve the measurement), as well as distance 
between mid-sleep on a given day and mid-sleep on the day 
before. The vector length that is obtained as a function of 
those two variables is used as the metric’s indicator. Time-
series data can then be summarized by the sum, the average, 
or the maximum vector. As one would expect, shift workers 
in rotating schedules have the highest levels of deviations, 
and adapting work hours to individual sleep timing reduced 
the level of composite phase deviations in this population 
(Fischer et al., 2016). It is currently unclear how this metric 
relates to physiological markers of the circadian system and 
long-term health effects, warranting future studies.

3.3.6  |  Inter-day stability (IS) and intra-day 
variability (IV)
Similar to the composite phase deviation metric, IS and IV are 
computed solely based on activity counts (van Someren et al., 

1996; Witting, Kwa, Eikelenboom, Mirmiran, & Swaab, 
1990). They were proposed in the early 1990s and have since 
then been used as measures of circadian disruption. The IS 
estimates how stable the rest-activity cycle is across the time 
period of study, with higher IS indicating higher stability, 
while IV estimates the fragmentation of the 24 hr rest-activity 
cycle, so that disrupted rest-activity patterns will obtain a 
higher IV score. Zuurbier et al. (2015) have demonstrated that 
higher fragmentation and instability of activity patterns, as 
measured by IV and IS, are prospectively associated with an 
increased risk of mortality in an elderly population in nursing 
homes. Aging is known to be associated with damped clock 
rhythmicity, as evidenced in many behavioral and physiologi-
cal read-outs, such as physical activity, body temperature, or 
melatonin rhythms (Duffy, Zitting, & Chinoy, 2015; Hood 
& Amir, 2017). Reduced zeitgeber strength (such as reduced 
daytime light exposure), reduced clock input attributed to lens 
yellowing in the retina, and decreased neuronal signaling in 
the SCN, are thought to contribute to this phenomenon. In a 
recent cross-sectional study, it was shown that neither IV nor 
IS was associated with body mass index (BMI), while low 
relative amplitude of the rest-activity rhythm was linked to 
higher BMI (Cespedes Feliciano et al., 2017). IV and IS pre-
sumably capture both variability in exposure and the pheno-
typical variability. The findings cited above also illustrate the 
dire need for comprehensive characterization of rhythmicity 
in future studies, including amplitude.

3.3.7  |  Comparison of behavioral 
entrainment, composite phase deviation, and 
IS/IV metrics
Two major differences between the phasor analysis, com-
posite phase deviations, and IS/IV metrics are noteworthy. 
Rea et al. (2008) showed that both IS and phasor metrics 
are useful in separating day vs. rotating night shift nurses, 
and Fischer et al. (2016) indicate that composite phase de-
viations correlate with both phasor metrics (r = −0.48) and 
IS (r = −0.56). More work is warranted to systematically 
compare and evaluate the relative contribution, overlap, and 
redundancy of these metrics, especially in the context of 
health and disease. In addition, because circadian disruption 
usually co-occurs with disturbed sleep, and because several 
metrics use sleep behavior as a read-out and approximation 
of circadian disruption, it will be necessary to also consider 
the contribution of other sleep-centered metrics (Bei, Wiley, 
Trinder, & Manber, 2016), such as the Sleep Regularity 
Index (Phillips et al., 2017).

3.3.8  |  Shift Work
The most common observational proxy for circadian disrup-
tion in human studies is shift work, and more specifically 
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night shift work and rotational schedules involving night 
work. In general, humans are day active, so that working dur-
ing the biological night is considered the maximal challenge 
to the circadian system. However, when individuals report 
on their night shift work history, assessments also implicitly 
capture multiple factors that are usually used independently 
as exposures in animal studies. Working during the night is 
correlated with light exposure during the night, nighttime eat-
ing and caloric intake, being awake and active at times when 
we usually sleep, daytime sleep (which in turn reduces sleep 
quality and reduces sleep duration (Åkerstedt, 2003), espe-
cially in individuals with an early chronotype (Juda et al., 
2013a), as well as consuming stimulants at night, such as 
cigarettes and caffeine. While night shifts represent the most 
strenuous shift for most individuals, early morning shifts 
(i.e., shifts starting before or at 6am) can also be a burden: 
depending on commute and start times, individuals some-
times have to awaken as early as 3:30 a.m. to be at work at 
6:00 a.m. Such early wake up times end the sleep phase for 
the vast majority of individuals during their biological night, 
disrupt sleep (Åkerstedt, Kecklund, & Selén, 2010), and have 
been shown to impair insulin sensitivity (Eckel et al., 2015). 
Identifying the contribution of the necessary and sufficient 
drivers of adverse health effects of shift work is a key to de-
signing efficient and effective prevention and intervention 
strategies. Is it, for example, sufficient to shift meal and ca-
loric intake entirely to the biological day to prevent disease 
or improve metabolic function, or is it necessary to couple 
interventions (e.g., adjunct sleep, light, and meal time inter-
ventions) to achieve the desired effects? Because shift work 
is necessary, especially in the health-care, transportation and 
security-sensitive sectors, the need to design effective pre-
vention strategies is great.

At the same time, it is imperative from an occupational 
health standpoint that we gain a better understanding of the 
most strenuous aspects of shift schedules, ideally in con-
junction with information on individual circadian and sleep 
phenotypes — an approach recommended in 2011 by the 
International Agency for Research on Cancer (Stevens et al., 
2011). Shift work studies now increasingly assess and report 
the multiple dimensions of work schedules, including timing 
and duration of shifts, direction of rotation, number of con-
secutive shifts, weekly work hours, and time between shift 
transitions. This level of descriptive and analytical detail is 
required for the development of medical guidelines and the re-
finement of individual and organizational prevention and in-
tervention strategies (Papantoniou, Vetter, & Schernhammer, 
2016). Shift work assessment now increasingly reflects more 
adequately the variable nature of the exposure. Taken to-
gether, shift work in general has been widely used as a proxy 
for circadian disruption, but only recently have studies started 
to collect work schedule information reflecting the multi-
dimensionality of schedules. These types of assessments, 

however, still do not account for inter-individual variability 
in circadian and sleep phenotypes. We have proposed to use 
social jetlag (Juda et al., 2013b) or composite phase devia-
tions (Fischer et al., 2016) as a proxy for misalignment in 
shift workers to obtain a higher resolution, single-unit esti-
mate of the disruption an individual experiences in a given 
schedule, while others have suggested that chronodisruption 
(Erren & Morfeld, 2014; Erren & Reiter, 2009, 2013) might 
be a better way to incorporate inter-individual differences 
in sleep and circadian phenotypes into exposure assessment 
(Kantermann, Juda, Vetter, & Roenneberg, 2010). Yet these 
remain activity-based proxies for circadian disruption, as we 
still lack direct measures of circadian clock disruption that 
are non-invasive, low burden, and scalable to epidemiolog-
ical samples (because DLMO is not feasible on cost and lo-
gistical grounds in such large samples), although there are 
clear and promising efforts in this direction (Braun et al., 
2018; Laing et al., 2017; Wittenbrink et al., 2018). Until such 
measures are shown to be robust in field settings, future shift 
work studies should consider deriving multiple measures of 
circadian disruption to also capture much needed insights 
into organismal and molecular consequences of shift work, 
especially in real-life, community-based settings. A study 
in individuals working morning (6:00–15:00) and evening 
shifts (15:00–0:00) tracked average wake times, meal times 
and peak times of clock gene expression from hair follicle 
cells (Akashi et al., 2010), and showed a shift in meal and 
wake times by about 7 hr when transitioning from morning to 
evening shifts, but clock gene peaks shifted by 2 hr, and the 
authors conclude that the 1 week of evening shift was not suf-
ficient for adaptation. This was a helpful step, but the number 
of hair follicle cells needed for such assessments, and the to-
be-expected limited compliance has damped the success of 
this method. Including non-invasive sensor and mobile health 
technology will be essential for future efforts.

3.3.9  |  Artificial light at night
Light at night has been proposed as a risk factor for breast 
cancer by Stevens and colleagues (Lunn et al., 2017; Stevens, 
Brainard, Blask, Lockley, & Motta, 2014; Stevens et al., 
2007). While the exact physiological mechanisms remain to be 
elucidated, they likely to involve melatonin suppression, and 
downstream alternations in immune function and endocrine 
disruption (Dominoni, Borniger, & Nelson, 2016; Lunn et al., 
2017; Stevens & Rea, 2001; Stevens et al., 2014). Experimental 
work in rats has shown that light at night affects therapy resist-
ance of human breast cancer tumor tissue (Dauchy et al., 2014) 
and breast-cancer prone mice show reduced tumor suppression 
when exposed to a simulated shift work protocol that continu-
ously inverses the light/dark cycle (Van Dycke et al., 2015). 
In epidemiological studies, results have been mixed and often 
limited by ecological or case–control study designs (Hurley 



12  |      VETTER

et al., 2014; James et al., 2017; Johns et al., 2018; Portnov, 
Stevens, Samociuk, Wakefield, & Gregorio, 2016). A recent 
workshop organized by the National Institutes of Health sum-
marizing the evidence on light and health stresses the impor-
tance of identifying markers of circadian disruption that can 
be used in epidemiological studies to study the associations 
between light and health (Lunn et al., 2017). Cancer is not the 
only outcome that has been linked to artificial light at night. 
Animal models have shown that aberrant light exposure pat-
terns can induce depressive-like behavior, independent of 
circadian clock and sleep, and it has been suggested that this 
direct link between light and mood is mediated by intrinsi-
cally photosensitive retinal ganglion cells (ipRGCs, LeGates 
et al., 2012). Those photosensitive retinal ganglion cells are a 
constituent part of the retino-hypothalamic pathway that pro-
vides the SCN with information on environmental light expo-
sure levels, and that together with rods and cones, determine 
the biological effects of light (Hughes, Jagannath, Hankins, 
Foster, & Peirson, 2015; Lucas et al., 2014). Indeed, the asso-
ciation between light and mood is well established (Dumont & 
Beaulieu, 2007), and morning bright light exposure is a highly 
effective therapeutic approach in depression and mood disor-
ders (Wirz-Justice, Benedetti, & Terman, 2009). In a recent, 
prospective study, Obayashi, Saeki, and Kurumatani (2018) 
reported that individuals who sleep in bedrooms that are 
brighter than 5lux at night are at higher risk for depression as 
compared to those sleeping in darker bedrooms. Daytime lev-
els of light exposure were unknown, however. This is relevant, 
because we know that the biological effect of light on circa-
dian physiology depends not only on timing (e.g., night vs. 
daytime), duration of exposure, spectral composition, but also 
on an individual’s light history (Chang, Scheer, & Czeisler, 
2011). Future work is warranted to address this critical gap in 
knowledge, especially as taking into account an individual’s 
light history might help increase efficacy of interventions. 
Finally, the reduced zeitgeber strength associated with artifi-
cial light at night also results in a wider distribution of circa-
dian phenotypes in humans (Fischer et al., 2017; Roenneberg 
et al., 2007a; Swaminathan et al., 2017), and it affects activ-
ity patterns and temporal niches in animals (Dominoni, Helm, 
Lehmann, Dowse, & Partecke, 2013; Dominoni et al., 2016). 
Artificial light at night is therefore likely to induce further 
misalignment between environmental or behavior cycles and 
physiology, or exacerbate disruption. One additional, but cru-
cial point to consider is the model organism chosen to study 
the effects of light at night. Humans are a diurnal species, that 
is, we are mostly active during the day, while model organ-
isms, such as rodents can be nocturnal, diurnal, and/or cres-
puscular (active in twilight). Rhythms in for example body 
temperature or serotonin peak during daytime in diurnal ani-
mals, while body temperature peaks at nighttime in nocturnal 
ones (Challet, 2007). Melatonin expression patterns are similar 
in nocturnal and diurnal species, with the typical increase in 

the dark phase of the 24 hr day. In contrast, circadian rhythms 
in glucose and lipid metabolism are out of phase in diurnal 
vs. nocturnal animals (Kumar Jha, Challet, & Kalsbeek, 2015). 
Mohawk and Lee (2005) have shown that stress slows down 
re-entrainment after a 6-hr phase advance jetlag protocol in 
both, degus, a diurnal rodent, and the nocturnal rat. Such a 
comparative approach using both diurnal and nocturnal spe-
cies to this question is advantageous as it allows to identify 
universal mechanisms of entrainment across temporal niches 
(see Yan, Smale, & Nunez, 2018, for a recent review).

3.3.10  |  Position in time zone
Time zones are regions that adhere to the same local time, 
in reference to Coordinated Universal Time (or UTC). Time 
zones were created by dividing the world in 24 time zones of 
approximately 15° each, with variation in this division being 
attributable to national and international borders. Using posi-
tion in time zone as a proxy for circadian misalignment as-
sumes that within a time zone, sunrise occurs increasingly 
later from east to west, while the local time remains constant. 
As the sun moves from east to west, residing in the west of 
a given time zone will result in less early morning light ex-
posure, and more evening light exposure. It has been shown 
that this gradient in solar time from east to west is associ-
ated with later sleep timing (Jankowski, Vollmer, Linke, & 
Randler, 2014; Roenneberg, Kumar, & Merrow, 2007b), but 
local time will continue to dictate work hours and other social 
constraints across the time zone. Consequently, the average 
mismatch between external, local time and internal time is 
assumed to be higher further west in a given time zone. We 
and others have shown modest, but significant associations 
between position in time zone and some forms of cancers in 
ecological study designs (Borisenkov, 2011; Gu et al., 2017; 
VoPham et al., 2018). Limitations of this proxy include the 
population-level exposure and covariate information, the 
lack of direct and objective assessments of individual pheno-
types, and the absence of organismal or molecular read-outs. 
However, those exploratory approaches are useful to gener-
ate novel hypotheses and identify previously unknown risk 
factors for diseases, especially when a plausible biological 
mechanism has been proposed. Daylight Saving Time (DST) 
will not be discussed in depth in this review, as it is usually 
not used as a tool to study circadian disruption. However, the 
reported overall modest increased risk of adverse health and 
safety consequences associated with DST (Barnes & Wagner, 
2009; Coren, 1996; Janszky & Ljung, 2008; Janszky et al., 
2012; Kantermann, Juda, Merrow, & Roenneberg, 2007; 
Kirchberger et al., 2015; Monk & Folkard, 1976; Prats-Uribe, 
Tobías, & Prieto-Alhambra, 2018) has been argued to reflect 
sleep deprivation and the disruption of the circadian clock’s 
seasonal adjustment experienced especially during the spring 
transition (Kantermann et al., 2007).
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4  |   DO WE ACTUALLY MEASURE 
CIRCADIAN DISRUPTION?

As elucidated above, it is likely that we need a set of met-
rics to capture circadian disruption, ideally at multiple levels. 
While laboratory studies have methods available to probe cir-
cadian rhythms across all levels of description, population-
 and field studies mainly rely on sleep- and activity-based 
metrics in entrained conditions rather than true circadian 
metrics that would need to be obtained in temporal isolation. 
Diurnal rhythms in actigraphy data are rather used as a proxy, 
and reflect a highly systemic clock output (Broussard et al., 
2017) that currently cannot directly inform on the endoge-
nous clock function, nor capture the organismal or molecular 
interplay of clock-regulated processes. Alternative environ-
mental measures, such as shift work, are approximations of 
zeitgeber intensity, variability and potentially constellation, 
and thereby also represent a proxy. Ideally, the zeitgeber 
landscape would be assessed, together with physiological 
read-outs at all system levels, to capture the extent of dis-
ruption. A recent study by Skarke et al. (Skarke et al., 2017) 
characterized the “chronobiome”, using multiple sensors to 
track exposure and outcome information over several days. 
Linking high-dimensional, longitudinal zeitgeber record-
ings to circadian rhythms, and ultimately health, will provide 
critical information for the design of effective interventions 
inspired by circadian biology.

Laboratory-based protocols typically measure maxi-
mum disruption, and reduce inter-individual variability 
usually to a minimum, which limits comparability with 
ecological studies, where a continuum of disruption is as-
sessed on the individual and environmental level. Common 
to both types of settings is that all protocols and metrics 
can only provide snapshots of the current level of circa-
dian disruption of an individual and therefore can be er-
roneous when estimating lifetime circadian disruption. 
Epidemiological studies of shift work and health suggest 
that shift work exposure for 5 years or more is especially 
relevant for chronic disease development (e.g., Gan et al., 
2015; Lin et al., 2015; Vyas et al., 2012). Thus, prospec-
tive, longitudinal studies with repeated assessment at 
multiple levels of circadian disruption and zeitgeber en-
vironments are needed if the search for a cumulative, spe-
cific, and predictive biomarker of circadian disruption at 
any system level ought to be successful. The utility of such 
an endeavor is not debated (Mullington et al., 2016), but 
the heterogeneity and in part absence of operationalizable 
definitions of circadian disruption have hampered efforts 
so far. Moving forward requires a consensus in the field 
defining a set of measures that can be employed when 
studying circadian disruption and its acute and chronic ef-
fects on cognition, health, and wellbeing.

Most measures of circadian disruption, especially in field 
settings, do not consider amplitude as part of the assessment, 
even though it is an integral part of rhythmicity, together with 
period and phase, and should therefore be considered when 
studying circadian rhythm disruption. Activity rhythms more 
readily provide the opportunity to assess amplitude (as com-
pared to sleep for example), and a recent, cross-sectional study 
within the UK Biobank has shown that reduced amplitude in 
physical activity is associated with adverse mood outcomes 
(Lyall et al., 2018). Activity patterns in real life, however, 
do not directly reflect circadian rhythms, as outlined above. 
Limitations of such approaches might be offset by their scal-
ability, and advanced statistical tools will be useful to exam-
ine the magnitude of error associated with behavioral proxies, 
and depending on the research question and the setting (e.g., 
clinical vs. research), certain margins of errors will be accept-
able, in view of scalable, cost-effective methods. It should be 
emphasized, however, that currently very little is known about 
the relationship between amplitude of organismal level out-
puts (e.g., activity) and amplitudes of any circadian rhythms 
at the molecular level, either centrally or peripherally.

In summary, the following points should be considered 
when studying effects of circadian disruption:

•	 Distinction between concept and operationalization. 
Oftentimes, circadian disruption terminology is used inter-
changeably with the operationalization and measurement 
of the concept. Future work needs to clearly outline the 
concept it is aiming to capture, how this will be operation-
alized, as well as the exact quantification.

•	 Field vs. laboratory studies. It is imperative to further test 
frameworks of circadian disruption research in field and 
laboratory settings. Assumptions inherent to the paradigms 
used, and their associated limitations, need to be explic-
itly acknowledged and discussed. For translational efforts 
to be effective, the sample characteristics, including age, 
sex, race, ethnicity, and sleep and circadian phenotypes, as 
well as their potential to modify the examined associations, 
need to be systematically assessed.

•	 Better quantification of the circadian landscape and be-
havioral proxies. Technology now enables high-resolution 
and high-dimensional environmental and behavioral moni-
toring, so that tracking individuals and animals in-, but es-
pecially outside of the laboratory, is becoming increasingly 
feasible. This represents not only a unique opportunity to 
explore the temporal zeitgeber environment and embedded 
behaviors in relationship to health and disease, but will 
also allow identify intervention opportunities.

•	 Circadian alterations vs. disruption. Changes or variations 
in phase and/or amplitude can be highly adaptive, and thus 
are not per se negative; the acute and long-term effects will 
depend on the frequency, extent and chronicity of those 
alterations. Systematic continuous measures of biological 
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functions at multiple levels of description will be neces-
sary to identify relevant thresholds for a given outcome. 
For this to be successful, concurrent quantification of mag-
nitude, frequency, and chronicity of a potential cause of 
disruption, sample characteristics, as well as its resulting 
level of disruption need to be recorded.

•	 Levels and duration of disruption. Rhythms within a 
human can be altered at the intracellular, cellular, tissue, 
organ, and systems level. Alterations in rhythms comprise 
the relative phase and phase-relationships between and 
within each of those levels, in relationship to environmen-
tal signals and zeitgebers, as well as the amplitude of a 
given rhythm. Further work is not only needed to iden-
tify the level most relevant for prediction of adverse out-
comes (on individual level and population level), but also 
to identify the level(s) most useful to track and intervene 
on. Differentiating between adaptation, variation, and dis-
ruption will be the major challenge of the field, and will 
require to consider outcome-wide association patterns in 
addition to single-outcome studies. Another major chal-
lenge is the objective assessment of long-term environmen-
tal and behavioral sources of disruption, and their changes 
over time, as it is this long-term exposure that appears to 
be carrying the risk. Recent work has suggested a plas-
ma-based mRNA biomarker for chronic sleep deprivation 
(Laing, Moller-Levet, Dijk, & Archer, 2018), and similar 
approaches might be useful in the context of circadian dis-
ruption, albeit currently not available. Finally, new labora-
tory paradigms that vary levels of exposure (in magnitude 
and duration), show variation in the induced level of dis-
ruption, and a corresponding dose–response relationship in 
the dependent variable of interest will be useful to better 
understand the physiological mechanisms underlying the 
long-term adverse health effects of circadian disruption.

•	 Causality and prospective designs. Changes in rhythmicity 
(i.e., in phase and/or amplitude, incl. arrhythmicity) could 
be precursors, symptoms, correlates, or consequences of a 
given condition. To disentangle those possibilities, we need 
i) experimental animal and human work to establish mecha-
nistic links and identify biological pathways that might un-
derlie associations between circadian disruption and acute 
physiological and behavioral outcomes, and ii) prospective, 
longitudinal studies to establish the temporal relationship 
between exposure (i.e., circadian disruption) and outcomes 
(such as obesity, cancer, asthma, diabetes, depression, or 
cardiovascular disease). Randomized clinical trials are 
needed to quantify the effects of circadian interventions.

5  |   CONCLUSIONS

This review aimed to summarize current definitions and met-
rics used to quantify “circadian disruption”, discuss potential 

limitations, and describe the next steps needed to enable the 
systematic examination of acute and chronic consequences 
of circadian misalignment in laboratory-, population- and 
community-based studies. The heterogeneity and breadth in 
approaches and concepts associated with circadian disruption 
is immense, but also reflective of the fundamental role that 
circadian rhythms play in physiology and behavior. It follows 
that a single metric cannot fully encompass the circadian sys-
tem, but that a set of complementary measures will be neces-
sary to capture the acute and chronic effects of challenges to 
the circadian system on health and disease. Future work is 
warranted to generate a consensus on how to best define and 
assess circadian disruption.
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